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Abstract 

Learning occurs in formal and informal environments across the lifespan. Informal learning has 

becoming increasingly present within engineering students’ experiences as co-curricular 

opportunities. Multiple positive outcomes have been reported by students related to technical and 

professional skills, beliefs, attitudes, and executive control functions. Identifying methods to 

assess these outcomes has been difficult. The variety across informal learning environments 

related to the voluntary nature and structure leads to complexity in assessing outcomes. 

Determining the nature or extent of student learning in informal engineering environments has 

largely relied on self-report. It is important to examine assessment of outcomes from a 

psychometric perspective to ensure that decisions based on the data from the measures are valid 

and reliable. The purposes for this work-in-progress paper are to: (a) describe the process to 

develop a measure of student outcomes from informal learning environments in engineering, 

such as engineering competitions; and (b) if available, report the results of a pilot study.  

Keywords 

Informal learning, co-curricular, outcomes assessment, professional skills, test development  

Introduction 

Learning occurs in formal and informal environments across the lifespan. Multiple disciplines 

have obtained empirical evidence of learning and non-cognitive outcomes, such as self-

regulation or improved skills, resulting from participation in informal learning environments 

across educational, workplace, and life experiences1,2,3. In engineering informal learning 

opportunities take many forms, such as engineering clubs or maker spaces, engineering 

competitions, or service learning projects. Numerous studies have reported multiple types of 

outcomes for participants in informal engineering environments, and include but are certainly not 

limited to autonomy or metacognition4,5. Thus, both academic learning outcomes and non-

cognitive outcomes have resulted from informal engineering environments. Identifying methods 

to assess the learning processes associated with the outcomes and the actual outcomes has been 

difficult because informal learning environments are complex. 

The voluntary nature, structure, and complexity of informal environments leads to complexity in 

assessing outcomes. Therefore, research about the assessment of informal learning in 

engineering education is nascent6. Determining the nature or extent of student learning in 

informal engineering environments has largely relied on self-report. As students may desire 

credit for experiences learned outside of the formal curricula, assessment of informal learning 

has been increasingly discussed, such as by earning micro-credentials or badges7. When higher 
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stakes are considered, such as providing credentials, it is important to examine assessment 

grounded in standard psychometric practices. The purposes for this work-in-progress paper are 

to: (a) describe the test development process to develop a measure of student outcomes acquired 

during informal learning environments in engineering, such as engineering competitions; (b) 

potentially report the results of a pilot study.   

Methods 

This study was grounded in a psychometric development process based on the Standards for 

Educational and Psychological Testing8. In this methods section, I discuss the first two parts to 

this study because each part contributed to validation evidence. The first part of the study 

focused on evidence derived from response processes and the second part focused on item 

development and initial content validation. 

Participants 

Data were collected from undergraduate engineering students in a large public university in the 

southeast U.S. with a highly subscribed and ranked engineering program, with more than 10 

engineering majors and a high volume and variety of informal learning opportunities for 

engineering students. Students participating in a two engineering competitions were invited to 

participate in the study. Forty students were included in this study. Eighteen students participated 

in the IAM3D competition. Twenty-two students participated in from Formula SAE. Six of the 

students were female. The other study participants were white males. Various engineering 

disciplines and years in the undergraduate program were represented.  

Examining Response Processes. One type of validity evidence is evidence based on assessee 

response processes8. Within the assessment of a construct, such as professional responsibilities, 

assessors make assumptions about the cognitive processes in which assessee’s engage during the 

learning and assessment activities. Both theoretical and empirical analyses of assessee response 

processes offer evidence that the theoretical construct was operationalized in line with the in-

depth characteristics of the performance. Evidence based on response processes has been 

typically applied within the context of multiple-choice test items or essays. Examinees are asked 

about the strategies they used during testing to respond to a given item or essay. The purposes for 

this line of questioning were to: (a) develop a rich definition of the construct assessed; and (b) 

ensure that the expected construct is enacted via examinee processes.    

Data Collection and Analysis. The first part of this study was qualitative and was reported 

elsewhere9. The methods and results are summarized here to demonstrate the reasoning related to 

the assessment development process. Data were collected via ten focus groups. Sample questions 

included: “How would you describe your process?” “What would you want your engineering 

professors to know about your experience?” Data were coded initially based on the ABET11 

student outcomes. We used descriptive statistics to identify the frequency of each of the ABET 

outcomes. Based on the results, we mapped out the terrain of student processes and outcomes. 

We found that students discussed their understandings of professional responsibility most often 

(40%)9. Therefore, we further analyzed student statements about professional responsibility. We 

identified several more specific themes. We grouped the themes into three categories: Self-



2017 ASEE Zone II Conference 

© American Society for Engineering Education, 2017 

management, Task Management, and Team Management. We, then, organized these categories 

as a Framework of Professional Responsibilities (FPR)9. 

For this paper, we focused on the Task Management category. Task Management addressed the 

skills the students needed to organize and complete the tasks within the competition. These skills 

included: setting goals, analyzing tasks, analyzing constraints, seeking help, actively learning 

new skills and information, and executing tasks.  

Developing Assessment Content. In this study, we focused on developing a measure of task 

analysis. We selected task analysis because it was the most important to students when 

discussing the informal learning activity, representing 38% of the total discussion within the 

Task Management category. We used the definitions and descriptions of the components of task 

analysis from the FPR9 to develop a blueprint and items to measure task analysis.  

Currently assessment of informal learning environments relies on student self-report data to 

identify student outcomes from these experiences. However, self-report data are subject to 

multiple problems14,15. Therefore, the purpose for this study was to compare different item types 

to identify those types of items that might yield self-report data with fewer sources of bias. Three 

item types were written: (a) traditional self-report items; (b) items with anchoring vignettes; and 

(c) situational judgment items. Each of these item types will be pilot tested. This work is still in 

progress, and the paper will be updated as data are collected. 

The co-curricular activity acted as the assessment of student processes and outcomes. This study 

adapted the response process validation method8 to engage in dialogue with the examinees about 

the strategies they used during their performance across task completion for the co-curricular 

learning opportunity. Instead of asking examinees to discuss their responses to answer a 

multiple-choice test item, examinees were asked to describe the processes and their performance 

to develop a rich definition of the constructs, resulting in the FPR. Thus, the data from the first 

study were used to enrich our understanding of how students thought about and enacted 

professional responsibilities within the informal learning environment. 
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